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Markovitz (1952) 

Sharpe (1964) 
Linter (1965) 
Mossin (1966)  

Ross (1976) 

Fama and French (1993) 
Carhart (1997) 

Risk/return trade-off 

One risk-factor: 
market risk 

Multiple risk factors 

Specified risk factors: 
Value, Size, Momentum 



Cochrane (2011) 

Kelly et al (2019) 

Gu et al (2020) 
Gu et al (2021) 

Many papers since 
1993 about different 
risk factors. Factor 
“zoo”.  

IPCA Model: Latent risk 
factors estimated by 
PCA, characteristics as 
instrumental variables. 

Machine Learning 
methods. 

Rubesam (2019) 
Machine Learning for 
Brazilian stocks. 



-  413 Brazilian stocks in the January 2003-July 2021 period. 
-  Liquidity filter 
- 107 fundamental and technical indicators 
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Transform Xs and y: 



1) OLS (Ordinary Least Squares) 

2) Ridge regression 



3) Lasso 

-  Lasso can set some coefficient to zero, Ridge cannot. 

-  In Ridge, the coefficients of correlated predictors are 
similar, in Lasso one of the correlated predictors has a larger 
coefficient, while the rest are zeroed. 

-  Lasso tends to do well if there is a small number of 
significant parameters. Ridge when there are many. 



4) PCR 
M Principal Components: m = 1, 2, …, M 

Regress y on Z. Since zi are orthogonal, 
just add the univariate regressions. 

Rewrite as coefficients on X: 

5) PLS 
Similar to PCR, but it uses y as well as X. In the construction 
of zm, the inputs are weighted by the strength of univariate 
effect on y. 



6) IPCA 

As in Fama-French, risk premia are still determined by exposures to 
risk factors f, but as in PCA, these factors are considered latent. 

Asset characteristics z (P/E, P/B, etc) serve as instrumental 
variables to the time-varying conditional loadings β. 

The mapping Γ from characteristics z to loadings β is fixed over time 
and across individuals. 

N assets r 
K factors f 
L characteristics z 
T data points t 



7) Random Forests 

CART: Find split points 
and variables which 
minimize sum of 
squares. 

- Random forest is based on idea of bagging  
(bootstrap aggregation).  
- We draw B bootstrap samples from the original sample. 
For each sample, we subsample m <= p variables, and 
grow a tree to the data. 
-  Finally, we average the  
predictions. 



8 and 9) Neural Networks 



10) Comb4 



















- For long-short portfolios, the traditional method of portfolio 
construction is still the best.  

-  For the long-only and long-biased cases, we believe there 
is a justification for an experimental allocation to the 
alternative models.  

-  The main candidates for this allocation are the IPCA 
model, the linear models with penalization, or the 
combination of four models.  

-  Given that the IPCA model has the best interpretability 
and theoretical foundation, we believe it is the best 
candidate. 


